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RESUMEN EI texto compara las nuevas reglas sobre proteccién de datos per-
sonales introducidas por la Ley N° 21.719, que reforma el marco juridico chi-
leno en esta materia, con el Reglamento General de Protecciéon de Datos de
la Unién Europea (“GDPR”), con especial atencion a la regulacién de las de-
cisiones automatizadas. A partir de un andlisis detallado, se identifican dife-
rencias significativas entre ambos regimenes, particularmente en lo relativo
a nivel de participaciéon humana y al grado de afectacién del titular que am-
bas normas exigen para la aplicacién de sus garantias. Asimismo, se exami-
nan las divergencias en torno a la regulacién del denominado derecho a una
explicacidn. El legislador chileno se aparté deliberadamente de la redaccion
del articulo 22 del GDPR, al consagrar de forma explicita este nuevo derecho
en el articulo 8 bis de la ley chilena. Sin embargo, la inclusién del derecho a
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una explicacion plantea importantes desafios técnicos y regulatorios, en par-
ticular respecto de su aplicacién a sistemas algoritmicos o de inteligencia ar-
tificial. En este contexto, le corresponderd a la futura Agencia de Proteccion
de Datos Personales de Chile desarrollar criterios interpretativos y directrices
normativas que delimiten el alcance y contenido de este derecho emergente.

PALABRAS CLAVES Autodeterminacién informativa; datos personales; deci-
siones automatizadas, derecho a una explicacién; derechos fundamentales.

ABSTRACT The text compares the new rules on personal data protection in-
troduced by Law No. 21.719, which reforms the Chilean legal framework in
this area, with the General Data Protection Regulation of the European Union
(“GDPR”), paying special attention to the regulation of automated decision-
making. From a detailed analysis, significant differences are identified between
the two regimes, in particular, with respect to the level of human participation
and the level of affectation the data subject must suffer for both rules to apply
to a specific automated decision. The paper analyzes in detail the differences
between the two bodies of law with respect to the regulation of the so-called
right to an explanation. The Chilean legislator deliberately departed from the
wording of Article 22 of the GDPR by explicitly enshrining this new right in
Article 8 bis of the Chilean law. However, the inclusion of the right to an expla-
nation poses significant technical and regulatory challenges, particularly with
respect to its application to algorithmic or artificial intelligence systems. In this
context, it will be up to the future Chilean Personal Data Protection Agency to
develop interpretative criteria and regulatory guidelines that clarify the scope
and content of this emerging right.

KEYWORDS Automated decision-making; fundamental rights; informational
self-determination; personal data; right to an explanation.
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1. Introduccion

El 13 de diciembre de 2024, luego de una prolongada y esperada tramitacion legislati-
va, se publicé en el Diario Oficial la Ley N° 21.719', que regula la proteccién y el tra-
tamiento de los datos personales y crea la Agencia de Proteccion de Datos Personales
(en adelante “la reforma chilena”). Esta reforma modifica sustancialmente el conteni-
do de la actual Ley N° 19.628% y modifica su titulo a Ley sobre protecciéon de los datos
personales y entrard en vigor el 01 de diciembre del afio 2026. Se trata de un marco
juridico que, en lo sustancial, no ha sido modificado desde 1999 y cuya reforma tuvo
por objeto declarado actualizar el marco regulatorio para adecuar sus normas sustan-
tivas a los estandares de la OCDE, asi como crear una agencia administrativa encar-
gada de la observancia de sus normas?®, mejoras cuya necesidad se habia transformado
en un consenso transversal entre los distintos actores de la industria, la sociedad civil
y la academia®. La elevacidn de los estandares de proteccién de datos contenidos en
la Ley N° 21.719 también responden al reconocimiento de la autodeterminacion in-
formativa como un derecho fundamental reconocido por la Constitucidn® y las reglas
sobre trafico transfronterizo de datos contenido en la normativa europea®.

La principal inspiracién y referente regulatorio de la reforma chilena es el Regla-
mento General de Proteccién de Datos de la Unién Europea (en adelante “GDPR”)’,
en gran medida debido al interés en que la Unién Europea permita el flujo transfron-
terizo de datos personales al declarar a Chile como un pais con un nivel adecuado de
proteccién de acuerdo con el articulo 49 del GDPR®. En este punto, el denominado
“efecto Bruselas” ha operado no solo desde la influencia regulatoria y los incentivos a

1. Ley N° 21.719, de 2024.
2. Ley N° 19.628, de 1999.

3. Reglamento UE 2016/679, de 2016. Contar con una agencia administrativa de control constituye
un elemento necesario para que Chile sea considerado como un pais con “un nivel adecuado de pro-
teccion” de acuerdo a los estandares del Reglamento General de Proteccién de Datos Personales de
la Unién Europea. Asi, Cerda (2003) p. 237, ha senalado que “//]a obtencion de un nivel de proteccién
adecuado para los derechos fundamentales de las personas concernidas por el tratamiento de datos
supone, imprescindiblemente, incorporar en nuestra normativa una autoridad de control especial-
mente abocada a velar por el cumplimiento de la misma’. Citado por ALVAREZ (2016) p. 58.

4. Biblioteca del Congreso Nacional de Chile (2018) pp. 1-138.
5. CONTRERAS (2020) p. 88.

6. SANZ (2025) pp. 158-161.

7. Reglamento UE 2016/679, de 2016.

8. BORDACHAR (2022) p. 398.

9. BRADFORD (2020) pp. 1-403.
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la convergencia normativa, sino también con la intervencién de oficiales de la Unién
Europea durante la tramitacidn legislativa de la reforma chilena'.

Una de las cuestiones que aborda el GDPR, con particular impacto en la regula-
cion de sistemas de Inteligencia Artificial, son los derechos de las personas frente a la
adopcién automatizada de decisiones basadas en el tratamiento de datos personales
del titular. Esto se encuentra reglado en el articulo 22 del GDPR, cuyo objeto y alcance
no ha estado exento de controversia, como se analiza en la seccién 2 de este trabajo.
De acuerdo con Grupo de trabajo sobre proteccién de datos del art. 29 (“WG29,
por sus siglas en inglés), “[l]as decisiones basadas unicamente en el tratamiento au-
tomatizado representan la capacidad de tomar decisiones por medios tecnolégicos
sin la participacion del ser humano™!, lo que plantea interrogantes sobre el rol que
debe desempeniar la intervencién humana frente a un sistema de tal naturaleza y las
garantias que deben tener los titulares de datos cuando se adopten decisiones auto-
matizadas. Estas cuestiones perfilan las diferencias entre Europa y la reforma chilena.

La discusion europea en torno a la regla del articulo 22 del GDPR ha tenido una
incidencia directa en la reforma a la ley chilena. La adaptacion y las diferencias que
se observan en su equivalente nacional —el articulo 8 bis— intentan, precisamente, dar
cuenta de dichos debates y perfeccionar el antecedente europeo, garantizando expli-
citamente un derecho a una explicacién frente a la toma de decisiones automatizadas.
De esta forma, la reforma chilena supera parte de los debates que los operadores juri-
dicos han tenido bajo el GDPR.

Las diferencias entre el GDPR y la reforma chilena en torno al derecho a la explica-
cién constituyen el nicleo de este trabajo. Con este objetivo, el estudio se estructura
del siguiente modo: en primer lugar, se examina la existencia, en términos de lege lata,
de un derecho a una explicacion de una decision adoptada de forma automatizada o
algoritmica bajo el GDPR, para lo cual se revisan tres posibles lecturas: la inexistencia
de tal derecho, la existencia de un derecho a la explicacion de caracter atenuado y un
derecho a la explicacion de caracter fuerte o sustancial. En esta seccion se desarrolla
el grueso de la regulacion europea atingente y los debates que han acompaiiado la
aplicacion de las normas objeto de estudio. En la siguiente seccion se presentan las
principales diferencias entre la reforma a la ley de proteccion de datos personales y
el GDPR en lo relativo al derecho a la explicacién, describiendo el trasplante juridico
del articulo 8 bis y los elementos contextuales que podrian incidir en su eficacia. El
trabajo concluye que el injerto mejorado de un derecho a la explicacion resulta nitido
en la reforma chilena, aunque existen otros factores contextuales que pueden afectar
su eficacia en la aplicacién practica de la ley.

10. Por ejemplo, con la asistencia de Bruno Gencarelli, Head of the International Data Flows and
Protection Unit. European Commission, a lo largo de la tramitacién. Ver Biblioteca del Congreso
Nacional de Chile (2024) p. 521, 524, 545, 1072-1075, entre otras intervenciones.

11. Grupo de trabajo sobre proteccién de datos del articulo 2019 (2017) p. 8.
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2. ;Existe el derecho a una explicacion bajo el GDPR?

Desde el punto de vista doctrinal, el “derecho a una explicacién” ha sido definido
como "el derecho a obtener informacion acerca de decisiones individuales realiza-
das por un algoritmo"? Esta seccién aborda el panorama europeo sobre el derecho a
la explicacion frente a decisiones automatizadas, particularmente, bajo GDPR. Para
ello se analizan las reglas europeas y se evaltian tres lecturas sobre el derecho a la
explicacion respecto del GDPR. Con ello, se desarrolla la trayectoria del precepto en
cuestion y los debates asociados que motivaron al legislador chileno a perfeccionar
su trasplante.

2.1 Lectura 1: no existe el derecho a una explicacion en el GDPR

Esta postura doctrinaria encuentra su principal sustento en la interpretacién literal
del articulo 22 del GDPR, en relacion con el considerando 71. En particular, en el he-
cho que la sola lectura de ambos preceptos da cuenta de una importante diferencia:
el considerando 71 menciona explicitamente el derecho a una explicacion entre los
derechos que asisten al titular de datos personales ante la existencia de decisiones
basadas en el tratamiento inicamente automatizado de sus datos personales. En con-
traste, el articulo 22 del GDPR menciona los mismos derechos, con excepcién del
derecho a una explicacidn.

Asi, el considerando 71 senala que “dicho tratamiento debe estar sujeto a las ga-
rantias apropiadas, entre las que se deben incluir la informacién especifica al inte-
resado y el derecho a obtener intervencién humana, a expresar su punto de vista, a
recibir una explicacion de la decision tomada después de tal evaluacion y a impugnar
la decision™*2.

En contraposicion, el articulo 22 del GDPR establece que “[e]n los casos a que se
refiere el apartado 2, letras a) y c¢), el responsable del tratamiento adoptard las medi-
das adecuadas para salvaguardar los derechos y libertades y los intereses legitimos
del interesado, como minimo el derecho a obtener intervencién humana por parte
del responsable, a expresar su punto de vista y a impugnar la decision” El texto del
GDPR transcribe de forma textual el derecho a obtener una intervencién humana, a
expresar su punto de vista y a impugnar la decisidn, pero omite el derecho a obtener
una explicacién.

Resulta relevante precisar el valor de los considerados en el proceso de inter-
pretacion del articulo. Asi, parte de la doctrina sostiene que los “considerandos no
cuentan con una operacion positiva en base a ellos mismos” y, por tanto, “no pueden

12. KAMISNKI (2018) p. 189.
13. Reglamento UE 2016/679, de 2016. Considerando 71, GDPR.
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permitir que una legitima expectativa juridica emerja a partir de ellos”* . De esta
forma, los considerandos funcionan como un predmbulo a la legislacién sustanti-
va: pueden apoyar e informar una interpretacion correcta de las normas sustantivas,
pero no pueden transformarse en fuente vinculante de derecho por si mismos!®. Del
mismo modo, la jurisprudencia ha sefialado que “la exposicién de motivos de un acto
comunitario no tiene un valor juridico vinculante y no puede ser invocada ni para
establecer excepciones a las propias disposiciones del acto de que se trata ni para
interpretarlas en un sentido manifiestamente contrario a su tenor literal”".

También, el estudio de la historia legislativa revela que la incorporacién del dere-
cho a una explicacién en la elaboracién del articulo 22 fue una propuesta impulsada
por el Parlamento Europeo, rechazada posteriormente por el Consejo de la Unién
Europea, que opt6 por ubicarla en el considerando 71. Este cambio de ubicaciéon —de
un articulo con fuerza vinculante a los considerandos que operan como un mecanis-
mo auxiliar para la interpretacién del reglamento —ha sido interpretado por parte de
la doctrina como un indicador de la voluntad del legislador de restarle eficacia juridi-
ca al concepto del derecho a una explicacién'®.

Por otra parte, Edwards y Veale han sefialado que la legislacion en su estado actual
genera un nivel de incertidumbre tal que dificulta sostener el derecho a una explica-
cién como una norma armonizada en toda la Union'.

Por dltimo, una parte de la doctrina sefnala que el reconocimiento del derecho a
una explicacion en el considerando 71 carece de fuerza vinculante directa, aunque
puede servir como un elemento interpretativo para que las distintas legislaciones na-
cionales lo hagan efectivo dentro del margen de maniobra legislativo y que requeriria
de su “establecimiento” en los casos concretos, dependiendo de su recepcién en la
legislacion interna, y que ésta no resulte contradictoria con los preceptos establecidos
en el GDPR®.

14. KLIMAS y VAICIUKAITE (2008) pp. 32y 33.

15. PLANET49 GmbH v Bundesverband der Verbraucherzentralen und Verbraucherverbdnde — Ver-
braucherzentrale Bundesverband e.V (2019).

16. Casa Fleischhandels-GmbH v Bundesanstalt fiir landwirtschaftliche Marktordnung (1989).
17. Karen Millen Fashions (2014).

18. GONZALEZ (2017) p. 177.

19. EDWARDS y VEALE (2017) p. 50.

20. MARTINI y NINK (2016) p. 11; citado en MEDINA (2022) p. 165.
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2.2 Lectura 2: El GDPR contiene un derecho a una explicacion de caracter ate-
nuado

En un detallado articulo, Watcher, Mittelstadt y Floridi*' argumentan que para poder
responder esta interrogante, resulta necesario distinguir entre tipos de explicaciéon
en dos planos distintos: el primero, segin su especificidad (abstracta o concreta); el
segundo, segun su criterio cronoldgico (ex ante o ex post). En términos abstractos, la
explicacidn se vincula con la funcionalidad del sistema y las eventuales consecuencias
previstas; en términos concretos aborda decisiones especificas “en cuyo caso habria
de atenderse a las circunstancias individuales que llevaron a la adopcién de la concre-
ta decision que afect6 al titular del derecho™. De igual modo, la explicacién ex-ante
precede a la decisiéon automatizada, mientras que la ex-post la sucede.

Bajo esta interpretacion, la existencia de un derecho a una explicacién atenuado
no estaria contenida en el articulo 22.3 del GDPR, sino en dos normas de distinta
naturaleza. Por una parte, las normas sobre obligaciones de los responsables del tra-
tamiento® y por otra, las normas sobre el derecho que tienen los titulares de acceder
a la informacidn personal que refiere a ellos®.

En lo que respecta a los articulos 13.2.f) y 14.2g) ambos exponen en términos
equivalentes la informacién que debe ser entregada al titular:

“Articulo 13.2.f): f) la existencia de decisiones automatizadas, incluida la
elaboracién de perfiles, a que se refiere el articulo 22, apartados 1y 4, y,
al menos en tales casos, informacion significativa sobre la logica aplicada,
asi como la importancia y las consecuencias previstas de dicho tratamiento
para el interesado™.

“Articulo 14.2.g) g) la existencia de decisiones automatizadas, incluida la
elaboracion de perfiles, a que se refiere el articulo 22, apartados 1y 4, y, al
menos en tales casos, informacion significativa sobre la logica aplicada, asi
como la importancia y las consecuencias previstas de dicho tratamiento
para el interesado®.

21. WACHTER et al (2017) p. 14.

22. MEDINA (2022) p. 160.

23. Reglamento UE 16/679, de 2016. Ver articulos 13.2 f) y 14.2 g).
24. Reglamento UE 2016/679, de 2016. Ver articulo 15.1.h).

25. Reglamento UE 2016/679, de 2016. Ver articulo 13.2.f).

26. Reglamento UE 2016/679, de 2016. Ver articulo 14.2.g).
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Resulta relevante aplicar las distinciones de Watcher, Mittelstadt y Floridi*” a los
tiempos verbales utilizados por las disposiciones, asi como distinguir si se trata de
una explicacion respecto de una decisién especifica que ya tuvo lugar o solo remitida
a una descripcién general de las funcionalidades del sistema. Como correctamen-
te sefiala Medina, resulta légico que si el deber de los responsables del tratamiento
consiste en entregar “informacion significativa sobre la logica aplicada, asi como la
importancia y las consecuencias previstas” (arts. 13.2.f) y 14.2.g))*® y dicha informa-
cion debe ser entregada al momento de la recoleccién de los datos personales (o en
un tiempo muy breve posterior), esto implica que la explicacion solo podrd realizarse
en términos abstractos y de cardcter ex ante sobre la funcionalidad general del siste-
ma?. El solo hecho de que ambos articulos utilicen la misma redaccién al referirse a
las “consecuencias” previstas evidencia un tiempo verbal futuro que impide interpre-
tar dichas normas como habilitantes de una exigencia al responsable del tratamiento
para explicar una decisién ya tomada y las circunstancias especificas que la determi-
naron. Asilo argumenta Medina: “[a]l realizarse la notificacion antes de que el siste-
ma de decision automatizada acometa la resolucion del caso concreto, la informacién
que debe suministrar el responsable no puede relacionarse con el resultado de nin-
guna decisidn especifica, por lo que su descripcion tiene que centrarse en el sistema
considerado como un todo abstracto. En esta fase, pues, la obligacién de informar al
respecto no puede traducirse en la exigencia de asegurar la explicabilidad ni, tanto
menos, la fundamentacién de una decisién en particular™®.

El W@G29 ha apoyado la interpretaciéon de que las obligaciones de informacion
contenidas en los articulos 13 y 14 solo incluyen un derecho atenuado a una expli-
caciodn, el cual seria de cardcter ex-ante y abstracto. Asi, en sus Directrices sefialaron
que la informacion sobre la 16gica aplicada debe “ser suficientemente exhaustiva para
que el interesado entienda los motivos de la decisiéon” y que los efectos o consecuen-
cias futuras deben versar “sobre el tratamiento previsto o futuro, y sobre cémo puede
afectar la decision automatizada al interesado™".

En el anexo N°1 del documento Directrices sobre decisiones individualizadas au-
tomatizadas y elaboracion de perfiles a los efectos del Reglamento 2016/679, el WG29
ofrece mds luces sobre qué tipo de informacién efectivamente deberia ser entregada
bajo los articulos 13 y 14, nuevamente excluyendo que deba ser dada informacion
concreta y ex-post sobre decisiones ya tomadas. En cambio, recomienda al respon-

27. WACHTER et al (2017) pp. 15y 16.

28. Reglamento UE 2016/697, de 2016. Ver arts. 13.2.f) y 14.2.g).

29. MEDINA (2022) p. 160.

30. MEDINA (2022) p. 161.

31. Grupo de trabajo sobre protecciéon de datos del articulo 29 (2017).
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sable “la utilizacién de formas claras y exhaustivas de ofrecer informacion al intere-
sado” considerando, por ejemplo: “[l]as categorias de datos que se han utilizado o se
utilizardn en la elaboracion de perfiles o el proceso de toma de decisiones; Por qué
estas categorias se consideran pertinentes; Cémo se elaboran los perfiles utilizados
en el proceso de decisiones automatizadas, incluidas las estadisticas utilizadas en el
andlisis; Por qué este perfil es pertinente para el proceso de decisiones automatizadas;

y cdmo se utiliza para una decisidn relativa al interesado™*

2.3 Lectura 3: El derecho a una explicacion es un derecho sustantivo bajo el
GDPR

Ya se ha sefialado que los articulos 13.2.f) y 14.2.g) presentan una limitacién tempo-
ral, ya que establecen una obligacién de transparencia efectiva al momento de reco-
lectar los datos del titular, lo que impide que la informacidén sobre la légica aplicada
y las consecuencias previstas del tratamiento se refiera a decisiones especificas pos-
teriores a dicha recoleccién de los datos del titular, excluyendo asi una explicaciéon
ex-post sobre una decisién ya tomada. En contraste, el articulo 15 del GDPR no sufre
esta restriccion temporal, pues su ejercicio puede realizarse en cualquier momento,
lo que permite al titular exigir informacién concreta sobre una decisién ya adoptada,
las circunstancias especificas que la determinaron y una explicacion particularizada,
mds alld de generalidades sobre el funcionamiento del sistema.

No obstante, la redaccién del articulo 15 replica la de los articulos 13 y 14, utili-
zando un tiempo verbal futuro que sugiere informacion general sobre el funciona-
miento del sistema y las eventuales implicancias futuras, al sefalar “y, al menos en
tales casos, informacion significativa sobre la l6gica aplicada, asi como la importancia
y las consecuencias previstas de dicho tratamiento para el interesado”.

Es muy posible que esta redaccion es la que haya convencido al WG29 de no se-
guir esta interpretacion extensiva propuesta por la doctrina y haya optado por limitar
el tipo de informacién que es posible obtener a través del articulo 15, restringiéndola
a la misma informacién que el titular puede obtener a partir de los articulos 12 y 13.
En palabras del WG29, el articulo 15.1.h) “da derecho a los interesados a tener la
misma informacion [...] que la que se prevé en el articulo 13, apartado 2, letra f) y el
articulo 14, apartado 2 letra g)”**. A mayor abundamiento, el mismo érgano sefial6
que “El responsable del tratamiento debe haber facilitado ya esta informacién al in-
teresado de conformidad con sus obligaciones previstas en el articulo 13. El articulo

32. Grupo de trabajo sobre proteccién de datos del articulo 29 (2017). Ver Anexo 1.
33. Reglamento UE 2016/679, de 2016. Ver articulos 13.2 f) y 14.2 letra g).
34. Grupo de trabajo sobre proteccion de datos del articulo 29 (2017) pp. 29.
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15, apartado 1, letra h), establece que el responsable del tratamiento debe facilitar al
interesado informacién sobre las consecuencias previstas del tratamiento, en vez de
una explicacion sobre una decision particular. [...] El responsable del tratamiento
debe ofrecer al interesado informacion general (a saber, sobre los factores que se han
tenido en cuenta para el proceso de toma de decisiones y sobre su «peso» respectivo
a nivel global) que le pueda servir para impugnar la decisién®.

Sin embargo, como identifica Medina (2022), la doctrina que favorece la inter-
pretacién de un derecho sustantivo a una explicacién (ex-post y para una decisién
especifica) no se basa en distincién cronoldgica entre los articulos 13 y 14, sino en
una lectura integradora articulo 22.3 y el considerando 71°¢.

Asimismo, el tiempo verbal en pasado del considerando 71—tnico en el Regla-
mento— refuerza esta esta interpretacion integradora y expansiva, al referirse a “re-
cibir una explicacién de la decision tomada después de tal evaluacion y a impugnar
la decisién™. Entre los partidarios de esta interpretacién integradora se encuentra
Margot Kamisnki, quien sostiene que los titulares “tienen el derecho a una explica-
cion respecto de decisiones individuales porque dicha explicacién es necesario para
que pueda invocar sus otros derecho -e.g., a objetar la decision, a expresar su punto de
vista- que sf estan explicitamente numerados en el texto del GDPR™®. En este sentido,
se concuerda con Medina, quien sefiala que “es dable sostener que la mencion del de-
recho a la explicacién [contenida en el considerando 71] no resulta manifiestamente
contraria al tenor literal del art. 22.3 GDPR, sino que cabe considerarla fruto de una
lectura funcional e integradora de la disposicién perfectamente posible: una explica-
cion de la especifica decisién tomada se concibe como un paso previo conveniente
para que puedan desplegar su eficacia las garantias minimas consagradas en el art.
22.3 GDPR, especialmente los derechos del afectado a expresar su punto de vista y
a impugnar la decision”®. Sin embargo, hasta el afio 2025 esta postura no habia sido
recogida por la jurisprudencia europea, la que hasta el momento habia optado por
seguir los lineamientos establecidos por las Directrices sobre decisiones individuali-
zadas automatizadas y elaboracién de perfiles a los efectos del Reglamento 2016/679
del WG29.

35. Grupo de trabajo sobre proteccion de datos del articulo 29 (2017) pp. 30.
36. NUNEZ (2020) p. 308.

37. Reglamento UE 2016/679, de 2016. Considerando 71, GDPR.

38. KAMINSKI (2018) p. 204.

39. MEDINA (2022) p. 167.
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Es pertinente mencionar incluso a aquellos autores que sostienen con contun-
dencia la inexistencia del derecho sustantivo a una explicacién en el GDPR, y que no
obstante admiten la posibilidad de que la jurisprudencia y los legisladores nacionales
consideren este derecho como un minimo garantizado, interpretando de forma am-
plia las garantias para salvaguardar el derecho del titular de expresar su punto de vista
e impugnar la decisién®.

Este criterio jurisprudencial experimentdé un cambio significativo en el 2025,
cuando el Tribunal de Justicia de la Unién Europea (TJUE) abordé esta ambigiiedad,
en su fallo de febrero de 2025 (Caso C-203/22 Dun & Bradstreet Austria). En dicha
decisidn se concluy6 que el articulo 15(1)(h) del GDPR impone al responsable la obli-
gacion de proporcionar una explicacion clara y comprensible de los procedimientos y
principios aplicados en la decision al titular. Siguiendo el razonamiento de Kaminski,
el TJUE senala que la informacién proporcionada al titular debe presentarse de forma
tal que este pueda entender dicha decisién y en base a dicho entendimiento tener la
capacidad de impugnarla*'. En definitiva, el derecho a una explicacion es reconocido
jurisprudencialmente por tratarse de una condicién necesaria para el ejercicio de los
otros derechos explicitamente reconocidos en el articulo 22 del GDPR. Esta deci-
sion puede ser interpretada como la consagracion, por parte de la jurisprudencia del
TJUE, de que el derecho a una explicacion efectivamente es un derecho de cardcter
sustantivo bajo el GDPR.

Pese a lo anterior, el TJUE limita la aplicacidn de este derecho exclusivamente a
aquellos casos en que la decisién automatizada cumpla los requisitos del articulo 22.
Es decir, la decisidn debe ser el resultado del tratamiento “Gnicamente” automatiza-
do de datos personales. Por tanto, en aquellos casos en que exista una intervencién
humana significativa, la decision dejard de ser “Gnicamente” automatizada y quedara
excluida del ambito de aplicacién del articulo 22 y no sera sujeto de aplicacion del
derecho a una explicacion.

3. El derecho a la explicacion en la reforma a la ley de datos personales chileno

Tras la revision del caso europeo, ahora se examinara la reforma chilena a la ley de
proteccion de datos personales contenida en la Ley 21.719. En esta seccidn se revisan
las diferencias entre la reforma chilena y el GDPR, evaluando cémo se ha tratado este
trasplante juridico.

40. WACHTER et al (2017) p. 91.
41. Dun and Bradstreet Austria (2025).
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3.1 Las diferencias entre la reforma chilena y el GDPR

En lo relativo a la regulacién de la toma automatizada de decisiones, el proyecto de
ley no se limita solo a reproducir o transcribir las normas contenidas en el GDPR. Por
el contrario, el legislador mostré su capacidad de identificar criticamente aquellos as-
pectos poco claros y que han mostrado dificultades al momento de ser interpretados
por la doctrina y la jurisprudencia europea. Por lo mismo, opté por adecuarlos para
alcanzar una mejora regulatoria en el contenido del proyecto de ley. En este sentido,
se puede aseverar que las inclusiones de articulos del GDPR en esta materia en la re-
forma chilena corresponden a injertos juridicos modificados y mejorados.

Asi, por ejemplo, el articulo 8 bis de la Ley N° 21.719* (equivalente al articulo 22
del GDPR) originalmente estaba redactado en los mismos términos que el Reglamen-
to europeo, al sefialar que:

“El titular de datos tiene derecho a oponerse a que el responsable adopte
decisiones que le conciernan, basadas tinicamente en el hecho de realizarse
a través de un tratamiento automatizado de sus datos personales, incluida
la elaboracion de perfiles™.

La utilizacion del término “nicamente” da cuenta de que el articulo no protege
a todos los titulares que son objeto de una decisiéon automatizada, sino que solo a
aquellos que son objeto de una decisién en donde no ha existido una intervencién hu-
mana. Por lo mismo, esta redaccion ha causado preocupacion en la doctrina europea
por la posibilidad de que constituya “un vacio legal por el cual incluso la participacién
nominal de un ser humano en el proceso de toma de decisiones permita que un me-
canismo automatizado evite invocar elementos del derecho de acceso contenido en el
GDPR cuyo fin es abordar las decisiones automatizadas”**. Para mitigar esta laguna, el
WG29 interpreté administrativamente que el término “Gnicamente automatizadas”
deberia interpretarse como aquellas situaciones en donde no ha existido una “inter-
vencién humana significativa™.

42. Ley N° 21.719, de 2024.

43. Senado de Chile (2023). “Oficio de ley a Cadmara Revisora Cdmara de Diputados” (primer tramite
constitucional) de fecha 26 de enero de 2023.

44. WACHTER et al (2017) p. 25.

45. Asi, el WG29 (2017) p. 23. Expresa que: "El responsable del tratamiento no puede obviar las dis-
posiciones del articulo 22 inventdndose una participaciéon humana (...) Para ser considerada como
participacién humana, el responsable del tratamiento debe garantizar que cualquier supervisién
de la decision sea significativa, en vez de ser inicamente un gesto simbdlico. Debe llevarse a cabo
por parte de una persona autorizada y competente para modificar la decisiéon. Como parte del ana-
lisis, debe tener en cuenta todos los datos pertinentes. Como parte de la EIPD, el responsable del
tratamiento debe identificar y registrar el grado de participaciéon humana en el proceso de toma de
decisiones y en qué punto se produce esta”.
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El TJUE se pronuncioé en esta cuestion el 07 de diciembre de 2023 en el caso "Schu-
fa", concluyendo que una puntuacién crediticia es una decisién para los efectos del
articulo 22(1) del GDPR, cuando una accién adoptada por un tercero “se basa en gran
medida” en ella. En este caso, un argumenté que los derechos contenidos en el arti-
culo 22 no podian ser ejercidos por el titular en su contra, puesto que no habia sido el
banco quien habia tomado la decisién automatizada de generar el scoring crediticio,
sino que un buré de crédito. El TJUE identific6 en esta hipétesis un riesgo de que
los responsables de tratamiento eludieran la aplicacién del articulo 22 y dejaran sin
efectos las protecciones al titular contenidas en el GDPR. Para evitar esta situacion,
extendid la nocién de decision automatizada a aquellas que se basan “en gran medi-
da” en una decisiéon automatizada realizada por un tercero. Esta decisién genera un
efecto expansivo de los derechos de los titulares contenidos en el articulo, no solo
a quienes originalmente adoptaron la decision automatizada, sino también a otros
responsables de datos que posteriormente la utilicen o consideren en sus procesos de
toma de decisiones®.

Sin embargo, durante la discusidn legislativa en la Cimara de Diputados (segundo
trdmite constitucional), una indicacién parlamentaria patrocinada por los diputados
Leonardo Soto y Karol Cariola eliminé la exigencia de que la decisién debiese estar
basada “Gnicamente” en el tratamiento automatizado, extendiendo sustantivamente
la proteccién contenida en el articulo 8 bis y evitando que el responsable del trata-
miento eluda sus garantias mediante participacion humana simbdlica o formal. El
texto aprobado por la Cdmara de Diputados establece:

“El titular de datos tiene derecho oponerse y a no ser objeto de decisiones
basadas en el tratamiento automatizado de sus datos personales, incluida
la elaboracion de perfiles, que produzca efectos juridicos en él o le afecte
significativamente™ .

Esta modificacion sigue la linea de las recomendaciones de algunos de los exper-
tos que han acompaiado el proceso de reforma, como Romina Garrido, quien reco-
mendo "mantener la redaccién de la norma aprobada por la Camara [que elimind el
término “Gnicamente”], y no crear el vacio legal que existe en Europa™?.

Otra innovacién de la reforma chilena aborda la ambigiiedad del articulo 22 del
GDPR sobre si consagra un derecho de los titulares o si se trata de una prohibicién ge-
neral para los responsables del tratamiento de datos personales. El articulo 22 senala

que “[e]l titular de datos tiene derecho a oponerse a que el responsable adopte decisio-

46. Schufa Holding AG (2023).

47. Camara de Diputados (2023). "Primer informe de Comision de constitucidn, legislacion, justicia
y reglamento de la Cdmara de Diputados (segundo tramite constitucional)".

48. GARRIDO (2024) pp. 1-174.
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nes que le conciernan”. El problema es que si se toma la redaccidn literal del articulo
la conclusion necesaria es que el tratamiento y la toma de la decisién basado en aquel
resulta licito hasta el momento en que el titular se opone a dicho tratamiento, lo que
implicaria establecer la carga de la prueba y de iniciar el procedimiento de oposicién
en el titular, el que por razones de asimetria de poder e informacién generalmente se
encontrard en una situacién desfavorable para oponerse a dicho tratamiento e incluso
puede no estar consciente de que exista®. El hecho de que el articulo 22 estd ubicado
en el capitulo III del GDPR, titulado “Derechos del interesado” también es utilizado
como un argumento para apoyar la interpretacién de que se trataria de un derecho
que debe ser ejercido por el titular y no una prohibicién general.

Por el contrario, una interpretacién amplia lo concibe como prohibicién general,
de modo que la adopcién de decisiones basadas en tratamiento automatizado resul-
taria —en principio— prohibida, a menos que se cumplan las condiciones establecidas
en el articulo 22%. Esta segunda interpretacion ha sido adoptada por organismos
administrativos de la Unién Europea® y la incipiente jurisprudencia en la materia®
El' W@G29 justifica esta opinidén en el hecho de que permite una interpretacion mds ex-
haustiva en consonancia con los principios generales del GDPR, permitiendo prote-
ger automdticamente a las personas de los efectos nocivos que la toma de decisiones
automatizadas podrian producirles. El hecho de que el considerando 71 establezca
que “las decisiones automatizadas y la elaboracion de perfiles sobre la base de cate-
gorias particulares de datos personales vinicamente deben permitirse en condiciones
especificas” permite argumentar que, a contrario sensu, ese tipo de procesamiento
automatizado no debe permitirse fuera de las circunstancias excepcionales conteni-
das en el articulo 22 (2)%54,

49. PASQUALE (2015) p. 9.

50. MEDINA (2022) p. 148. Vale la pena mencionar que el objetivo del articulo 22 del GDPR no es
prohibir el tratamiento automatizado de datos personales, sino prohibir (a menos que se cumplan
ciertas garantias y condiciones) el hecho que se tomen decisiones que afecten al titular en base a ese
tratamiento automatizado. Como lo ha expresado Manuel Medina “El objeto del art. 22 GDPR no
es regular la licitud de un tratamiento automatizado de datos como tal, sino una determinada utili-
zacion, un determinado uso, que se da a los resultados obtenidos de dicho tratamiento: la adopcién
de una decision que produce efectos juridicos o afecta significativamente de modo similar al intere-
sado . Solamente el empleo de los resultados derivados del tratamiento para tomar una decisién de
tal naturaleza se somete, en fin, a los condicionantes y limitaciones establecidos en el art. 22 GDPR”.

51. Grupo de trabajo sobre proteccion de datos del articulo 29 (2017).
52. OLA NETHERLANDS BV. (2021); UBER B.V. (2021).

53. Esta interpretacién es compartida por VAN DER HOF et al (2019) p. 29, quienes argumentan
que “a pesar de ser presentado como un derecho (“Todo interesado tendra derecho a...”) y posicio-
nado en el capitulo sobre derechos de los titulares, el articulo 22 es generalmente concebido como
una prohibicién ex ante, lo que significa que el responsable del tratamiento debe cumplir con los
requisitos del articulo 22, independiente si el titular ha invocado activamente dicho derecho” La
traduccion es nuestra.

14


https://doi.org/10.7770/rchdcp-V17N1-art527 

Viollier y Contreras: Derecho a una explicacion en decisiones automatizadas: Contrapunto entre el GDPRy la
Ley 21.719 https://doi.org/10.7770/rchdcp-V17N1-art527

La reforma chilena opté por no reproducir esta redaccién ambigua, inclindndose
por la interpretacion entregada por el WG29. Asi, el texto aprobado en segundo tra-
mite constitucional establece: “[e]l titular de datos tiene derecho oponerse y a no ser
objeto de decisiones basadas en el tratamiento automatizado de sus datos personales”.
De esta forma la reforma chilena se aseguré de que no se repita una discusiéon doctri-
naria y jurisprudencial ya zanjada en Europa y aclara que el cumplimiento de los re-
quisitos y garantias contenidas en el articulo 8 bis debe realizarse sin la necesidad de
que el titular las invoque activamente®. Se coincide con una parte de la doctrina que
senala que esta redaccion indica que se trata de “una prohibicién general de tomas
de decisiones basadas en el tratamiento automatizado de datos personales que aplica
tanto si el titular se opone activamente como en los casos en que no lo haga” y que
dicha prohibicién solo se levanta en aquellos casos en que el responsable se encuentra
en alguna de las tres hipdtesis contenidas en el inciso segundo del articulo 8 bis*®. En
un sentido similar se ha pronunciado Humeres, quien senala que “[a] diferencia de
la norma europea, el articulo 8 bis contempla el derecho del titular a «oponerse» y a
«no ser objeto», lo que se traduce en una prohibicidn general de toma de decisiones
basadas en el tratamiento automatizado de datos personales™’.

Sin embargo, dicha conclusidn no es compartida por toda la doctrina chilena. Asi,
Garrido y Saenz sefalan: "[l]a redaccién de la Ley N° 21.719°® deja en claro que las
decisiones automatizadas son un tratamiento de datos permitido y al cual el titular
puede oponerse", considerando las excepciones del inciso segundo del articulo 8 bis
como casos de oposicién del titular inadmisible®.

54. Del mismo modo, MEDINA (2022) p. 150. Ha argumentado que dentro del sistema europeo
“de derechos fundamentales, en que los derechos de libertad se conciben como derechos de defensa y,
por tanto, vienen a delimitar una esfera en la que con alcance general queda vedada la intromision
de los poderes puiblicos y los terceros. En la esfera juridica en la que nos insertamos, salvo en el caso
de los derechos de prestacion, el reconocimiento del derecho entraiia per se la proscripcion de que
pueda haber injerencias en el dmbito material objeto del mismo”. Por dltimo, el Grupo de trabajo del
articulo 29 (2017) p. 22. senal6 que el hecho de que se trate de una prohibicién y no un derecho que
deba ser invocado “refuerza la idea de que sea el interesado quien tenga el control sobre sus datos
personales, lo cual se corresponde con los principios fundamentales del GDPR’.

55. VIOLLIER y FISCHER (2023) p. 157.

56. CONTRERAS et al (2024) p. 92. En el mismo sentido, ver AZUAJE et al (2025) p. 200.
57. HUMERES (2025), p. 98.

58.Ley N° 21.719, de 2024.

59. GARRIDO y SAENZ (2024) p. 60. Otros textos publicados comentando la ley, no se pronuncian
sobre este aspecto. Ver JIJENA (2024) pp. 207-245; ZAROR (2025) pp. 1-199.
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La modificacién més relevante para este andlisis es la inclusién explicita del dere-
cho a una explicacién dentro del catdlogo de derechos que asisten al titular de datos
personales cuando es objeto de una decision basada en el tratamiento automatizado
de sus datos personales. En la seccién 2 de este trabajo se expuso cdmo la mera exis-
tencia de dicho derecho ha sido discutida por la doctrina europea, puesto que, aun-
que estd mencionado en los considerandos del GDPR, no aparece en el articulo 22.

Sin embargo, el legislador chileno nuevamente optd por tomar nota de las dificul-
tades en la interpretacion y aplicacién de la normativa europea y decidié incorporar
explicitamente dicho derecho en el articulo 8 bis, que establece:

“En todos los casos de decisiones basadas en el tratamiento automatiza-
do de datos personales, inclusive aquellos sefialados en las letras a), b) y
¢) precedentes, el responsable deberad adoptar las medidas necesarias para
asegurar los derechos, libertades del titular, su derecho a la informacién y
transparencia, el derecho a obtener una explicacion, la intervenciéon huma-
na, a expresar su punto de vista y a solicitar la revisidén de la decisién”

En contraposicion a lo anterior, el articulo 22 del GDPR consagra Gnicamente el
derecho a obtener intervencién humana por parte del responsable, a expresar su pun-
to de vista y a impugnar la decision. Esta mejora regulatoria en favor de los titulares
tampoco se encuentra exenta de imprecisiones y falta de claridad, puesto que el arti-
culo solo se remite a mencionar la existencia del derecho a obtener una explicacién sin
delimitar su contenido sustantivo ni su procedimiento de aplicacién. De esta forma,
no queda claro si — siguiendo a Wachter, Mittelstadt y Flori — debe tratarse de una
explicacién concreta y ex-post sobre decisiones especificas y ya tomadas (lectura 3,
punto 2.3) o si se trataria de un derecho abstracto y ex-ante sobre el funcionamiento
general del sistema y sus eventuales consecuencias previsibles (lectura 2 , punto 2.2).
Ademds, el articulo 8 bis no utiliza el tiempo verbal del considerando 71 del GDPR, el
cual senala que el titular tiene derecho “a recibir una explicacién de la decision toma-
da después de tal evaluacion” y en cambio se remite a admitir la existencia del derecho
(sin utilizar un tiempo verbal pasado o futuro) sin aclarar si se puede exigir respecto
de decisiones concretas ya tomadas o solo respecto a las consecuencias previsibles y
el funcionamiento general del sistema.

Por dltimo, el Titulo III y, en particular, el articulo 21, inciso final de la Ley N°
21.719 establece aquellas normas aplicables al tratamiento de datos personales por
parte de los érganos publicos, pero omite remitir al articulo 8 bis en su listado de
normas aplicables. Esta importante omisién implicaria que los titulares de datos no
tendrian posibilidad de ejercer sus derechos que reconoce el articulo 8 bis respecto de
organismos publicos, eximiéndolas de garantizar a los titulares de datos la implemen-
tacion de medidas para asegurar sus derechos y libertades, deberes de transparencia,
derecho a obtener una explicacidn, intervenciéon humana, expresién de punto de vista
y revision de la decision.
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Sin duda dotar de contenido sustantivo a este derecho representa un importan-
te desafio para la futura Agencia de Protecciéon de Datos Personales a través de su
atribucion de realizar interpretaciones administrativas, asi como de dictar instruc-
ciones y normas generales y obligatorias con el objeto de regular las operaciones de
tratamiento de datos personales conforme a los principios establecidos en la nueva
ley®. Del mismo modo, dotar de contenido sustantivo al derecho a una explicacién
también serd un desafio para las cortes superiores de justicia, que deberdn afrontar
esta temdtica particularmente compleja y de cardcter técnico al revisar las decisiones
administrativas adoptadas por la Agencia. Estas dificultades planteadas se ven acre-
centadas por la ausencia de un ecosistema orgédnico de instituciones dedicadas a la
proteccién de datos personales, similar al europeo, como se analizard en la siguiente
seccion.

3.2 Alcances y limites del trasplante juridico

La regla del articulo 8 bis de la reforma chilena es lo que se puede denominar como
un “trasplante juridico™'. Existen diversas conceptualizaciones de este tipo de meca-
nismo. Para Watson se entiende como un “traslado de una norma o de un sistema de
derecho de un pais a otro”® Si bien el alcance del trasplante es discutido en la ciencia
del derecho comparado, en un aspecto basico el trasplante es el traslado o transposi-
cion de una regla o norma de un lugar a otro, de un pais a otro®. Evidentemente, esto
puede llegar a alcanzar no solo la mera regla sino también un conjunto de reglas, una
institucién completa, un sistema o subsistema juridico o, incluso, la cultura o praxis
asociada a las reglas y normas trasplantadas®. Se trata de una prictica frecuente® y
que es parte del instrumental del derecho comparado como disciplina y como mani-
festacion de lege ferenda®. El principal problema radica en los limites de su accion y
en su rendimiento funcional como trasplante, puesto que ninguna regla o institucién
opera en un vacio cultural o histérico®.

60. Ley N° 21.719, de 2024.

61. Véase, en general, ZWEIGERT y KOTZ (1998) p. 13; WISE (1990) pp. 1-22; GOLDBACH
(2019) pp. 548-601.

62. WATSON (1974) p. 21.

63. LEGRAND (2002) p. 55.

64. DEZALAY y GARTH (2001) pp. 1-288.

65. GRAZIADEI (2009) pp. 723-743.

66. ZWEIGERT y KOTZ (1998) p. 13.

67. ORUCU (2002) pp. 205-233; HUSA (2018) pp. 129-150.
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La préctica de los trasplantes legales se ha intensificado con los procesos de globa-
lizacién vy, sobre todo, con el denominado “efecto Bruselas™®. Dicho efecto se entien-
de como el poder unilateral de la Unién Europea para regular mercados globales®.
En materia digital, su impacto e influencia afecta paises de todos los continentes y
con sistemas juridicos diversos™. Respecto del GDPR, su impacto regulatorio se pro-
yecta mediante reglas de extraterritorialidad, regulacion de trafico transfronterizo de
datos y reconocimiento de paises adecuados’’, al punto de ser considerados por los
mismos europeos como una “regla de oro” en materia de proteccién de datos a nivel
mundial™.

En el caso de las decisiones automatizadas, el trasplante configura un injerto mo-
dificado, informado por la experiencia europea y su critica académica. El legislador
chileno incorporé una regla similar a la del articulo 22 GDPR, pero atendiendo a
una evaluacidn critica por parte de los operadores del sistema, como se analiz6 en las
secciones anteriores. En particular, ha considerado que los tres factores principales
de diferenciacion con la regla original buscan superar las limitaciones del GDPR y
resguardar, de mejor manera, los intereses de los particulares ante la operacion algo-
ritmica automatizada. En este caso, el traslado de la regla se efecttia con modificacio-
nes, atendiendo a los debates sobre su alcance en el medio de origen y reflexivamente
apostando por lo que se considera una mejor proteccion de los intereses de los titu-
lares de datos personales. Bajo el lenguaje de los trasplantes, se trata entonces de un
injerto modificado y mejorado.

Sin embargo, pese a sus mejoras, el trasplante se efectiia en un medio con condi-
ciones muy distintas al ecosistema regulatorio y de proteccién de datos europeo. Esto
va mds alld de las modificaciones especificas de la regla y se refiere al contexto en el
cual se medira su eficacia.

En primer término, debe entenderse que la inclusién de la regla no responde a una
reforma aislada o una modificacion acotada, sino al contexto méds amplio de una re-
forma integral a la ley de proteccion de datos personales en Chile. Dicha reforma inte-
gral ha sido un proceso extremadamente prolongado” con diversos intentos fallidos.
Lo relevante de considerar el contexto de la reforma —como una modificacién global
al marco juridico de la proteccién de datos personales, inspirada directamente en el

68. BRADFORD (2020) pp. 1-403. Ver también BYGRAVE (2021) pp. 1-13.
69. BRADFORD (2020) p. 14.

70. FAHEY (2022) pp. 1-230.

71. KUNER (2023) pp. 77-106.

72. BUTTARELLI (2016) p. 78.

73. Para la evaluacion de la Ley N°19.628, de 1999. Véase Camara de Diputados (2016). Para un
recuento de proyectos de reforma, ver ANGUITA (2007) pp. 570-582.
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GDPR™ — radica en que no se trata de un mero trasplante de una regla aislada, sino
de un sistema o subsistema coherente de regulaciéon de la autodeterminacién infor-
mativa. A diferencia de importaciones limitadas o particulares, el injerto en cuestién
constituye un engranaje mas de un sistema coherente de nueva regulacién de datos
personales en Chile.

En segundo lugar, debe reconocerse que, aunque el trasplante se inserta en el mar-
co de una reforma global, este operard en un contexto donde Chile carece de una
autoridad de control especializada en el cumplimiento regulatorio de materias basi-
cas de proteccién de datos personales. Este déficit institucional ha sido ampliamente

seflalado en la doctrina nacional”

. El problema se agrava por la fragmentacion de los
mecanismos de observancia o enforcement de las reglas sobre proteccién de datos
personales, tanto en el dmbito del derecho ptblico como en el derecho privado™.
No existe, por tanto, una prictica consolidada ni cultura juridica generalizada en la
materia entre los operadores, cuya aplicacion jurisprudencial ha resultado particular-
mente limitada”. La futura Agencia de Proteccidn de Datos Personales deberd liderar
un proceso paulatino para precisar los criterios normativos de la regulacidn, tanto
en aspectos bdsicos como en nuevas reglas e innovaciones como el futuro articulo 8
bis. A diferencia de Europa, la Agencia desplegara sus funciones sin la compleja inte-
rrelacion de instituciones que coadyuvan en la tarea de interpretar e implementar el
GDPR, tales como las autoridades de control, el WG29 y el actual Supervisor Europeo
de Proteccién de Datos. Este desafio se acenttia ante eventuales procesos de judicia-
lizacion, dada la sofisticacién técnica de algunos asuntos y la ausencia de criterios
claros de deferencia o escrutinio en dichas materias, agravado por la ausencia de un
esquema robusto e integrado de control.

En tercer lugar, la forma en que el articulo 8 bis consagra la existencia del dere-
cho del titular a obtener una explicacién no contiene mayores detalles y supone un
desafio interpretativo para los operadores juridicos. El texto del articulo no resuelve
la ambigiiedad conceptual trasplantada de la discusion europea sobre qué constituye
una explicacion, omitiendo elementos interpretativos adicionales — (como los con-
siderandos del GDPR — o pardmetros que delimitan su alcance, contenido y evalua-
cion. Esta indefinicién puede agravarse por la complejidad técnica del funcionamien-
to de sistemas algoritmicos y de inteligencia artificial; por ejemplo, el contenido de la
explicacidn deferird segiin se interprete como un mero requisito de transparencia o

74. ARRIETA (2019) p. 1, BAUZA (2019) pp. 121-148 y CONTRERAS et al (2024) pp. 1-20.
75. Ver VIOLLIER (2017) p. 26; CONTRERAS (2020) p. 92.
76. CONTRERAS et al (2022b) pp. 35-64.

77. Para revisar algunos de los temas de aplicaciéon del derecho fundamental a la proteccion de datos
personales, ver CONTRERAS (2022) pp. 127-151.
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como una obligacion de justificacién y fundamentacién sobre el proceso decisorio’.
Al igual que en Europa, le correspondera a la futura Agencia de Proteccion de Datos
Personales el dictar lineamientos interpretativos para dotar de contenido y delimitar
la aplicacion del derecho a una explicacidn.

Por dltimo, y dada la falta de practica y experiencia previa, las prioridades de la
Agencia probablemente se orientardn hacia otras materias. Por ejemplo, las necesi-
dades de fiscalizacién pueden dirigir su actividad hacia la verificacién de bases de li-
citud para el tratamiento de datos o la existencia de medidas organizativas adecuadas
en empresas e instituciones. Asi, la regulacion administrativa de sistemas de toma
decisiones automatizadas podria postergarse ante el desafio de desarrollar una cultu-
ra de proteccion de datos personales en Chile.

4. Conclusiones

La reforma chilena a su régimen de proteccion de datos personales estd fuertemente
inspirada en el GDPR. Constituye una modificacion integral de la legislacién nacional
que, busca converger con los estdndares europeos. En lo relativo a los sistemas de
decisiones automatizadas y su regulacion, el contrapunto entre el GDPR y la reforma
chilena permite extraer las siguientes conclusiones:

1. La regla del articulo 22 del GDPR admite al menos tres interpretaciones en
cuanto al derecho a una explicacién. La primera interpretacion niega la existencia de
tal derecho, basdndose en el texto expreso del articulo y la falta de vinculatoriedad de
los considerandos del GDPR. Una segunda posicién reconoce un derecho atenuado,
fundamentado principalmente en los deberes de informacién de los responsables del
tratamiento de datos. Finalmente, una tercera interpretacién sostiene que logica del
articulo implica un derecho sustantivo a la explicacion.

2. Los debates europeos en torno al alcance del articulo 22 GDPR demuestran las
dificultades de aplicacion de la norma y las criticas que se le han formulado.

3. La reforma a la Ley No. 19.628 se inspira en el GDPR, pero no se trata de un
trasplante acritico, dado que el legislador ha considerado las deficiencias sefnaladas
respecto al articulo 22 del GDPR. En consecuencia, avanza en un injerto mejorado en
materia de decisiones automatizadas.

78. ENGELFRIET (2025) p. 1. Algunos autores son escépticos sobre la posibilidad de hacer efec-
tivo el derecho a una explicacién respecto de sistemas automatizados complejos o que utilicen tec-
nologifa de inteligencia artificial. Asi, en un excelente articulo Arnoud Engelfriet argumenta que
el derecho a una explicacién constituye una “[rJespuesta engafiosa a una profunda discrepancia
epistemoldgica entre el razonamiento juridico y el razonamiento automatizado. Las explicaciones
juridicas presuponen inteligibilidad causal y justificacién normativa, caracteristicas que la mayoria
de los sistemas modernos de aprendizaje automatizado no pueden proporcionar de forma signifi-
cativa”.
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4. El articulo 8 bis de la Ley N° 21.719 presenta tres diferencias relevantes con su
equivalente del GDPR. En primer lugar, elimina el término “Gnicamente’, para tutelar
los intereses de todos los afectados por decisiones automatizadas, con o sin inter-
vencién humana. En segundo lugar, la redaccién del articulo 8 bis disipa las dudas
europeas sobre si consagra un derecho o una prohibicién, precisando que el cum-
plimiento de sus requisitos opera independientemente de invocacion activa por el
titular. Finalmente, incorpora explicitamente —sin ambigiiedades —el derecho de
los titulares de datos personales a una explicacién en el caso de decisiones adoptadas
en forma automatizada.

5. Aunque la norma del articulo 8 bis supera las dificultades europeas, su éxito
dependera de factores contextuales que plantean obstdculos: la ausencia de praxis
en normas garantes de proteccién de datos personales, la falta previa de autoridad
de control, las dificultades de interaccién entre agencias administrativas y cortes en
el marco de la revisién judicial, y las prioridades de fiscalizacién y sancién ante la
implementacion de una nueva legislacién marco en Chile. Sin embargo, el contenido
del articulo 8 bis ofrece pocos elementos interpretativos o parametros para delimitar
el contenido de la obligacién de explicacién en decisiones automatizadas, corres-
pondiendo a la futura Agencia de Proteccién de Datos Personales el dictar dichos
lineamientos que clarifiquen sus contornos normativos.
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